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Forehead or Headlights – At Which Height Should
LiDARs be Mounted on the Vehicle?

Kezhi Li , Yeqiang Qian , Member, IEEE, Chunxiang Wang , and Ming Yang , Member, IEEE

Abstract—An increasing number of production vehicles are opt-
ing to integrate LiDAR systems to achieve superior perception
capabilities. However, there are significant differences in the in-
stallation positions, particularly the heights, of LiDAR systems
across different car models from various companies. For instance,
some are installed on the forehead of the vehicle, while others are
mounted near the headlights. The installation height of LiDAR
has a significant impact on its perception capability, including
the LiDAR detection ability and the performance of 3D object
detection algorithms. To investigate the influence of LiDAR instal-
lation height, we introduced the Height3 dataset, which is collected
simultaneously by LiDAR sensors with three heights in the CARLA
simulation environment. Using this dataset, we first conducted a
comprehensive statistical analysis of the LiDAR detection ability
and compared the number of detected vehicles and the detection
rate of LiDARs at three heights. Furthermore, we investigated
the impact of point clouds captured from different heights on the
performance of multiple 3D vehicle detection algorithms. Based
on the studies on the simulated Height3 dataset, we have an over-
all understanding of the performance differences of commercial
vehicle-mounted LiDARs installed at different heights, providing
suggestions for the installation positions of LiDAR sensors on
production vehicles. The dataset is available on http://www.kaggle.
com/datasets/kezhili/height3.

Index Terms—Autonomous automobiles, 3D object detection,
LiDAR height, simulated dataset.

I. INTRODUCTION

L IDAR, as one of the most popular emergent detectors
equipped on the newly released intelligent vehicle models,

has stimulated the advanced improvement of the autonomous
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Fig. 1. (a) and (b) illustrate the LiDARs’ mounting positions of vehicles in
KITTI and nuScenes. (c) illustrates the LiDAR sensor of Nio ET7, which is
embedded on the forehead of the car and roughly 1.6 m above the ground.
(d) illustrates the LiDAR sensor of Xpeng G9, which is integrated into the car’s
headlights and roughly 0.6 m above the ground. (e) illustrates the LiDAR sensor
of Arcfox αS-HI, which is installed directly above the license plate and roughly
0.4 m above the ground.

driving technologies [1]. The first appearance of LiDAR in the
field of autonomous driving took place during the DARPA Grand
Challenge [2], where a vehicle equipped with LiDAR technology
showcased by Velodyne achieved impressive results [3]. This
event paved the way for a remarkably promising future for
LiDAR in the intelligent vehicle industry, leading to a surge
in the development of state-of-the-art LiDAR technology [4],
[5]. Thanks to the advent of solid-state hybrid LiDAR sen-
sors [6], [7], [8], which replaced costly mechanical rotor-based
LiDAR sensors [9] (Fig. 1(a) and (b)), the mass production
and integration of LiDAR into commercial vehicles had been
realized. Presently, industrial automotive-grade LiDAR systems
have become market favorites for automobile companies. Ac-
cording to the official information released at the 2023 Shanghai
Automobile Industry Exhibition, it has been announced that 38
new car models were equipped with LiDAR technology.1

As LiDAR is so vital in offering superior depth perception
and distance measurement of the vehicle’s surrounding envi-
ronment [10], there is a crucial yet often overlooked variable
that has a significant impact on the performance of LiDAR,
which is the initial installation height of the LiDAR sensor. By

1https://www.autoshanghai.org/?lang=en
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TABLE I
LARGE VARIATIONS ON THE LIDAR INSTALLATION HEIGHT OF VEHICLE

MODELS FROM DIFFERENT BRANDS

examining the installation configurations of LiDAR sensors on
multiple commercially available vehicle models in recent years,
it becomes apparent that there are noticeable variations in their
mounting heights (see Table I). Almost all LiDAR sensors used
by automotive companies have the same field of view (FOV),
with subtle differences in sensing distance and resolution. How-
ever, different from the research-oriented LiDAR sensors that
were usually mounted on the roof of the vehicles (Fig. 1(a)
and (b)), the mounting height of the business-oriented LiDARs
changes from 1.8 m to 0.4 m above the ground, encompassing
multiple positions such as the vehicle’s forehead, headlights and
license plate (Fig. 1(c), (d), and (e)).

As there is such a big difference in the installation heights of
multiple LiDAR sensors, we’d like to investigate the impacts of
the height of LiDAR sensors in two aspects: (1) How does the
detection ability of LiDAR sensor itself vary with the variation of
its mounting height? The detection ability of LiDAR here repre-
sents the number of ground truth objects the LiDAR can detect.
(2) LiDAR sensors at different heights capture the point cloud
from varying angles, leading to variations in the shape of the
captured point clouds from the same object. Besides, the number
of points from objects scanned by LiDARs with different heights
may be different. The differences in point cloud shapes and the
number of points in the objects probably impact the learning
of object features by algorithm models, leading to variations in
the predicted results of the models. These possible influences
of LiDAR height emphasize the importance of investigating the
performance difference of LiDARs with different heights.

Some researchers used optimization algorithms to find the
optimal LiDAR installation configurations on a vehicle [11],
[12], [13], [14]. As none of them specifies their study on the
impacts of installation height, the range of variation in their
LiDAR sensor heights is not as significant as that of LiDAR
heights in current commercial vehicles. For example, some of
them only considered the LiDARs on the vehicle’s roof, while
some mounted their LiDARs in specific positions with little free-
dom to move. Besides, all of them specified their studies only on
the research-oriented LiDARs, such as the rotor-based Velodyne
LiDARs. The rotational LiDARs often have a 360◦ horizontal
FOV. This makes the optimal mounting position always prone
to be the top of the vehicle in order to fully use the potential
of such an FOV. However, the commercial solid-state LiDARs
are quite different from them for their limited FOVs and fixed
positions. Moreover, none researched LiDAR height’s influence
on the perception tasks. Regarding the author’s knowledge, this
article is the first to focus on the influence of business-oriented

2https://www.autoshanghai.org/?lang=en

LiDAR’s mounting height on the LiDAR detection ability and
perception tasks.

To investigate the influence of varying installation heights of
LiDAR sensors, we collected a dataset named Height3 in the
CARLA simulation environment using LiDAR sensors set at
three different heights. The Height3 dataset is necessary for our
analysis because it includes the point clouds collected simul-
taneously by LiDAR sensors with different heights. Besides,
unlike traditional real-world scene datasets, the dataset collected
in the simulation environment allows us to capture ground truth
information for all vehicles in the environment, not only the
vehicles detected by LiDAR. Through all the vehicles in the
environment, we can analyze how many of these vehicles are
detected by the LiDAR sensor and directly compare the LiDAR
detection rate of different heights. Although the synthetic data
have some drawbacks and cannot replace realistic data in real-
world applications [15], [16], we use them here for comparison
purposes and the specific need of our experiment.3

Based on the Height3 dataset, we studied the perception
ability of LiDAR sensors in two aspects. Firstly, we analyzed
the LiDAR detection ability of the total environment vehicles,
i.e., the proportion of environmental vehicles from which the
LiDAR can capture points. In the second stage, we analyzed
the performance of perception tasks on the vehicles detected by
LiDAR. Among all the perception tasks, we chose the classical
3D object detection task and assessed the performance of differ-
ent 3D vehicle detection algorithms based on multiple feature
extraction methods on our dataset.

The contributions of this research can be summarized as
follows:
� We collected the Height3 dataset encompassing point

clouds acquired from LiDARs with varying heights, which
can provide a valuable resource for research in LiDAR
installation height.

� We presented a comprehensive research report on the
perception abilities of LiDARs with different installation
heights, including the LiDAR detection ability and the
performance of different 3D object detection algorithms
on the vehicles detected by LiDAR.

� Starting from the actual environment of the vehicles, we
analyzed all vehicles in the surroundings, compared to
the traditional analysis only based on the vehicles already
detected by LiDAR. Then, we particularly focused on the
ones posing the greatest threat to the ego vehicle.

II. RELATED WORKS

A. 3D Object Detection

Perception tasks based on 3D point clouds, like object detec-
tion [17], [18], [19], [20], [21], [22], [23], [24], [25], [26], [27],
[28], [29], [30], [31] and semantic segmentation [32], [33], [34],
have achieved considerable advancements thanks to the power
of deep neural networks. This article, specifically, will focus on
the impact of LiDAR heights on 3D vehicle detection, which is
a special case of 3D object detection.

As the methods shown in [24], [25], [26], [27] have proved
to be efficient in indoor 3D object detection task, the objective
of the outdoor 3D object detection is to detect and accurately
locate various objects in the vicinity of a vehicle, including

3The dataset is available on http://www.kaggle.com/datasets/kezhili/height3
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vehicles, bicycles and pedestrians [35]. Over the years, it has
witnessed remarkable achievements. The pillar-based approach
tackles this task by incorporating point cloud features within
an infinitely high rectangular pillar [19], [20]. This projection
technique transforms the 3D point cloud into a 2D plane from a
top-down perspective. The features extracted from the 2D plane
are subsequently processed using methods akin to those em-
ployed in 2D image analysis. Likewise, the voxel-based method
divides the point cloud scene into discrete, finite-height voxels,
effectively constructing a “3D” image [17], [18], [28], [29].
To overcome the information loss associated with the afore-
mentioned methods, PointNet [36] directly extracts features
from individual points. This innovation gained popularity in the
advancement of point-based end-to-end algorithms [21], [22] as
well as algorithms that utilize a mixture of data representations
[30], [31].

Recently, the transformer model architecture, commonly
used in Natural Language Processing (NLP), has demonstrated
remarkable effectiveness in the field of computer vision as
well [37]. Sheng et al. [23] introduced CT3D, an abbreviation for
Channel-wise Transformer based two-stage 3D object detection
framework, specifically designed for outdoor scenes. CT3D
operates as a two-stage detector, employing the Region Proposal
Network (RPN) from [18] to generate initial proposal boxes.
Subsequently, channel-wise transformer encoder and decoder
architectures are utilized to aggregate point features and facili-
tate contextual interactions. Finally, the Feed-Forward Networks
leverage the transformer architecture’s large receptive field to
provide a more accurate prediction result.

B. Outdoor 3D Point Cloud Dataset

Most of the aforementioned end-to-end outdoor designed 3D
object detection algorithms are primarily trained and evaluated
using real-scene outdoor datasets [38], [39], [40], [41], [42],
[43]. These datasets offer a wealth of data encompassing diverse
real-world road and weather conditions, object classes, and
numerous detected objects.

However, in our research, the limitation of these datasets
is that they were not collected by LiDAR sensors installed at
different heights. In KITTI [38], NuScenes [39], Once [41],
H3D [42], and Argoverse [43], LiDAR sensors were mounted
at the top of the ego vehicle to collect point clouds.

The Waymo dataset [40] partially addresses this limitation
by utilizing five LiDAR sensors positioned in locations that
encompass popular installation positions in current production
cars. However, it does not provide separate point clouds for
different installation heights and positions. As a result, it remains
difficult to thoroughly analyze the effects of LiDAR installation
heights on 3D object detection.

C. Researches on LiDAR Installation Configurations

Many researchers have conducted studies on the optimal
installation configuration of LiDAR sensors on vehicles. The
installation configuration here primarily includes the position
coordinates of the LiDAR, as well as the rotation angle on three
orientations and other parameters. Most of them employ opti-
mization algorithms to find the best parameters for the LiDAR
installation configuration.

By rasterization of the region of interest, Liu et al. [11] and
Mou et al. [12] define the optimization task as minimizing the

TABLE II
SETUPS FOR LIDAR SENSORS USED FOR DATASET COLLECTION. THE

“CHANNEL” COLUMN REPRESENTS “VERTICAL CHANNEL” × “HORIZONTAL

CHANNEL”

undetected areas within the area of interest. On the other hand,
Berens et al. [13] and Kim et al. [14] choose to maximize the
LiDAR occupancy grid by using a genetic algorithm to find the
optimal solution. Their research provides algorithmic support
for finding the optimized installation configuration of LiDAR
and is a valuable reference for research on the installation height
of LiDAR sensors on production vehicles.

However, these studies have some limitations on the research
of LiDAR installation height. [11], [14], and [13] only consid-
ered a limited range of the height of LiDAR sensors. [11]’s
LiDAR height only varied from 2.2 m to 3 m. [14] had four
LiDAR sensors that were fixed in four specific positions with
only a little freedom to move. [13] mounted their LiDARs
on the roof of the vehicle. Although [12] gave their optimal
results for the LiDAR’s installation position, the position was
not aligned with the positions of nowadays LiDAR sensors on
commercially available cars. Besides, their results were very
sensitive to the choice of the interested regions and the definition
of the perception capability of LiDAR. Thus, if the region or the
definition changes, the optimal results will change. Therefore,
it is necessary to conduct experiments on abundant traffic sce-
narios and focus on the statistical results.

III. THE HEIGHT3 DATASET

A. Basic Setup

We utilized the CARLA simulation environment to generate
point clouds captured by LiDARs installed at different heights.
The reason for using the CARLA simulation environment is
not only because it can provide abundant LiDAR data from
different heights simultaneously at a relatively lower time and
cost, but also because it can offer information that cannot be
obtained from real-world scenarios. For example, different from
the datasets collected in realistic scenes that only record the
ground truth objects detected by the LiDAR, our dataset recorded
the total vehicles in the environment, allowing for the analysis
of what proportion of vehicles in the surround of the ego vehicle
that the LiDAR can detect.

Specifically, we collected data frames simultaneously using
LiDARs at three distinct heights. The highest installation posi-
tion we observed in current mass-produced cars was 1.8 m, while
the lowest height was set at 0.5 m. Additionally, for compara-
tive purposes, we added an extra LiDAR at 1.0 m, positioned
approximately in the middle of the car’s front windshield. The
detailed configurations for the three LiDAR setups are presented
in Table II.

To align with mainstream configurations, we adjusted the
1.8 m LiDAR downward by 2.5◦, with a total vertical FOV of
25◦. The other two LiDARs were positioned horizontally, also
with a vertical FOV of 25◦. We observed that mass-produced cars
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Fig. 2. This point cloud figure is from the height “1.8 m”. The blue box represents the “Large range”, which is 150m× 30m. The green box represents the
“Moderate range”, which is 100m× 20m. The yellow box represents the “Small range”, which is 50m× 10m. The vehicles with red boxes are detected vehicles,
while the white boxes correspond to undetected vehicles.

typically have two main installation schematics. One is that two
LiDARs were installed with an FOV of 120◦, which combines
to form a 180◦ FOV. The other is that one LiDAR with 120◦
FOV is mounted at the forehead of the car. To have a trade-off
between the two LiDAR setups, and specifically focus on the
difference of LiDAR heights, the horizontal FOV of our LiDAR
was set to 180◦ for LiDARs at all three heights. Moreover,
since the CARLA simulation environment only has the rotational
LiDAR sensor, we only simulated the solid-state LiDAR sensor
through the FOV deduction. However, to achieve a more realistic
simulation and provide more reliable experimental results, we
are still pursuing a simulation method to mimic the scan pattern
of solid-state hybrid LiDAR sensors like [44], other than the
rotational version.

Our dataset was collected using the official map
“Town04_Opt”, which provides a simulated setting for a
highway scenario. The dataset comprises a total of 8000 data
frames, divided into 40 distinct scenes. Each scene is initialized
with different environmental setups and consists of 200 data
frames. During collection, 1 data frame was saved when 10
data frames were collected by LiDARs. Therefore, the data
saving frequency is 2 frame/s since the original frequency
is 20 frame/s. To streamline the analysis process and ensure
efficiency, we chose to only place vehicle objects in our scene,
including various types of vehicles such as cars, trucks, and
taxis. We randomly placed 250 to 300 vehicles in the whole map
across each scene so that the number of vehicles surrounding
the ego vehicle is at a rational range. All the vehicles’ behaviors
were controlled by the “autopilot” mode of CARLA.

B. Range

Since we recorded all the environmental vehicle objects
during the dataset-collecting process, we’d like to split them
based on different metrics to support our analysis.

Considering the difference in the detection abilities of Li-
DARs with different heights may vary due to the definition of
the detection range, we categorized the surrounding vehicles
into three ranges with the ego car serving as the origin of the
coordinate system.

The “small range” covers a range where 0 ≤ x ≤ 50 and
−5 ≤ y ≤ 5, with the y-axis covering the length of one lane
on either side. The “moderate range” encompasses a wider

area, where 0 ≤ x ≤ 100 and −10 ≤ y ≤ 10, with the y-axis
covering the length of two lanes on either side. Finally, the
“large range” extends even further, covering 0 ≤ x ≤ 150 and
−15 ≤ y ≤ 15, corresponding to the length of three lanes on
either side, and x reaches the maximal range of our LiDAR. The
details are shown in Fig. 2.

C. Importance Level

In a real traffic scenario, not all vehicles around the ego vehicle
are equally important. Different heights of LiDAR sensors may
have significant variations in perceiving vehicles of different im-
portance levels. Therefore, we introduced two metrics, namely
“Top3” and “Top6,” to classify the cars in traffic based on their
level of importance (see Fig. 4).

We defined the “Top3” and “Top6” mainly on the vehicles’
distance to the ego vehicle because these close vehicles are of
great importance in lane-change or cut-in scenes. The “Top3”
vehicles are considered the most important vehicles that the ego
vehicle must detect, and also the vehicles that pose the greatest
threat to the ego vehicle. They consist of one nearest vehicle
in the left lane of the ego vehicle’s lane, one nearest vehicle in
the right lane, and the nearest vehicle in the ego line. If the left
lane or right lane does not exist, we do not count the vehicle
in that lane. Therefore, the Top3 vehicles do not always have 3
vehicles. On the other hand, the “Top6” vehicles represent the
secondary level of importance and consist of the two closest
vehicles in each of the left lane, right lane, and ego lane.
Consequently, the “Top3” vehicles are a subset of the “Top6”
vehicles.

IV. LIDAR DETECTION ABILITY

In the first stage of our experiment, we aimed to gain in-
sights into the detection ability of LiDAR sensors with different
heights. More specifically, we counted the number of objects,
particularly cars, that the LiDARs could detect from the environ-
ment. We defined that if the LiDAR captured at least one point
from a vehicle, the vehicle can be considered as “detected” by
the LiDAR. Otherwise, it should be considered “undetected”.
Specifically, to prevent ground points from being mistakenly
counted as points in the vehicle, we reduced the height of the
vehicle’s bounding box from the ground by 0.05 m. Then, we
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Fig. 3. Visualization of the making process of the Height3 dataset.

analyzed and compared the results using the metrics of “range”
and “importance level” as described before. All detailed results
are shown in Tables IV, V and VI.

A. Qualitative Analysis on LiDAR Detection Ability

For qualitative analysis, Fig. 5 visually presents the detected
and undetected vehicle boxes by LiDAR sensors with different
heights. It is evident that the red boxes, representing the detected
vehicles, are much more prevalent in the 1.8 m point clouds
compared to the 1.0 m and 0.5 m heights. As the height decreases
from 1.8 m to 1.0 m or 0.5 m, some vehicles become undetected
due to occlusion. This observation suggests the unparalleled ad-
vantage of the forehead-mounted LiDAR in avoiding occlusions.
On the other hand, other lower heights likely exhibit similar
perception capabilities since they suffer from the same occlusion
situation, even if they have a 0.5 m height difference.

B. Vehicles Detected by LiDARs in Different Heights and
Ranges

Fig. 6 shows the statistical results for the number of all
detected environmental vehicles by the LiDAR sensors and the
corresponding LiDAR detection rates under different ranges.

In Fig. 6(a), when considering the number of detected vehicles
by LiDAR sensors, the 1.8 m height setting demonstrates a
competitive ability to detect a significantly higher number of
vehicles compared to the other two heights. This advantage
becomes more pronounced as the detection range expands.
Conversely, there is only a marginal difference in the number

Fig. 4. Visualization of Importance Level “Top3” and “Top6” on point cloud.
The yellow box represents the ego vehicle. The red boxes are the corresponding
“Top3” or “Top6” vehicles. The white boxes represent the other vehicles.

of detected vehicles between the 0.5 m and 1.0 m heights, even
as the detection range increases.

We define the LiDAR detection rate (LDR) as:

LDR =
Detected Num

Total Num
. (1)

In Fig. 6(b), the LDRs of all heights drop due to the range
expanding. This result aligns with our expectation that it be-
comes more difficult for the LiDAR sensor to detect vehicles at
a further range due to the limitation of LiDAR detection range
and object occlusion. However, all three rates have decreased
by the same magnitude. Although the LiDAR with a height
of 1.8 m still exhibits a significant advantage compared to the
other two heights, this advantage does not increase as the range
expands. This is because as the range increases, the total number
of vehicles also increases. This result reflects the relatively stable
LiDAR detection rate differences among the three LiDARs
under the range variation.

C. Vehicles Detected by LiDARs in Different Heights and
Importance Levels

Fig. 7 shows the statistical results for the number of detected
vehicles by the LiDAR sensors and the corresponding LiDAR
detection rates with different heights under different importance
levels.

Fig. 7(a) shows that at the “Top3” importance level, the
differences in the number of detected vehicles by LiDARs with
different heights are very small. This result suggests when only
considering the “Top3” vehicles in the environment, the LiDAR
detection abilities of different heights are close. The disparity
becomes larger as the importance level becomes lower.

In Fig. 7(b), the LDRs of all heights decrease as the impor-
tance level decreases. The results align with the expectation that
general vehicles are harder to detect than the important vehicles

Authorized licensed use limited to: Shanghai Jiaotong University. Downloaded on February 24,2024 at 02:46:55 UTC from IEEE Xplore.  Restrictions apply. 
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Fig. 5. Point clouds visualization with different LiDAR heights. The left picture represents the LiDAR with 0.5 m. The middle one is collected by 1.0 m LiDAR.
The right figure corresponds to the LiDAR of height 1.8 m. The white color vehicles represent the vehicles that are not scanned by the LiDAR lasers, which means
there are no points in these boxes. The red boxes corresponding to the detected vehicles contain at least one point. The yellow box represents the ego vehicle.

Fig. 6. Number of detected vehicles by LiDAR sensors and the corresponding detection rate with different heights in different ranges.

close to the ego vehicle. The more important the vehicles, the
easier they are to be detected. Besides, the LDRs of the two
lower heights decrease more than that of the height of 1.8 m.
This disparity suggests that less important vehicles are more
susceptible to occlusion, rendering them more challenging for
the lower-height LiDAR to detect. As the importance level
increases, the disparity between the 1.8 m and the other two
heights becomes smaller. In “Top6” vehicles, there is still a
noticeable superiority of height 1.8 m on the number and the
detection rate. When considering the “Top3” vehicles, all three
LiDAR heights demonstrate excellent and comparable results.

V. PERFORMANCE OF 3D OBJECT DETECTION ALGORITHMS

In the second stage of our experiment, we trained and tested
multiple 3D object detection algorithms using ground truth vehi-
cles that were successfully detected by LiDARs. The influence
of the points’ detection height on the performance of the 3D
object detection algorithm may vary due to different data rep-
resentation paradigms or backbone architectures. For example,
the pillar-based method aggregates features through a pillar with
infinite height, possibly making it less sensitive to the change of
LiDAR detection height. Conversely, the voxel-based algorithm

Authorized licensed use limited to: Shanghai Jiaotong University. Downloaded on February 24,2024 at 02:46:55 UTC from IEEE Xplore.  Restrictions apply. 
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Fig. 7. Number of detected vehicles by LiDAR sensors and the corresponding detection rate with different heights in different importance levels.

Fig. 8. Performances of different 3D object detection algorithms under different LiDAR heights. (Numerical results are shown in the Appendix.).

considering more fine-grained information about the z-axis may
be more vulnerable to the change in height. To gain valuable
insights into the robustness of the 3D object detection algorithms
across different data representation paradigms and backbone
architectures, we chose 4 data representation paradigms and
selected one algorithm for each paradigm. Specifically, we chose
PointRCNN [21] for point-based data representation, Pillar-
net [20] for pillar-based algorithms, SECOND [18] for voxel-
based models, and CT3D [23] for innovative transformer-based
two-stage detectors.

We still employed the aforementioned metrics with different
ranges and importance levels on the evaluated data to obtain
more fine-grained inference results of the algorithm models.
The experiment divided the whole dataset into 4723 training
frames and 2290 testing frames. The remaining 987 frames are
not included in the algorithm testing stage for they have no

vehicles in a certain range. We provide the 3D object detection
results, including the recall rate and average precision, for the
four 3D object detection models. It should be noted that the
models were trained and tested by their corresponding training
set and testing set with the same height. For example, the results
of the “SECOND” model on the “1.0 m” dataset were estimated
and evaluated on the “1.0 m” testing frames by the model of
“SECOND” trained on the “1.0 m” training frames. All detailed
results are shown in Tables VII, VIII and IX.

A. Performance of Multiple Algorithms on Height3

In Fig. 8(a), the numbers of detected vehicles by LiDAR
sensors in the 2290 testing frames are consistent with the results
in Section IV-B, where the height 1.8 m outperforms the other
two heights.
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Fig. 9. Recall of four algorithms on different LiDAR heights and ranges (Numerical results are shown in the Appendix.)

We define a vehicle that was successfully detected by the
algorithm model as the true positive (TP) vehicle estimated
by the model. Specifically, we consider predicted true positive
samples as those prediction boxes that exhibit an Intersection
over Union (IoU) value of 0.7 or higher when compared to the
ground truth boxes, and we exclude boxes with scores below 0.1
from the evaluation. It is worth noting that the detected vehicles
of 3D object detection algorithms are always a subset of the
detected vehicles by LiDAR sensors.

When considering the detected vehicles by different 3D object
detection algorithms in Fig. 8(a), the transformer-based CT3D
outperforms the other three algorithms. Pillarnet and SECOND
have a similar number of detected vehicles, while the PointR-
CCN has the worst performance.

However, because the 1.8 m LiDAR captured the highest
amount of vehicles, even if the PointRCNN has the worst per-
formance, the number of detected vehicles of this algorithm in
1.8 m is still close to that of the best algorithm CT3D in 1.0 m.
Therefore, we can conclude that even if the performances of
different algorithms vary a lot, the main factor that influences
their performance is the total number of detected vehicles by
the LiDAR sensor, which is highly determined by its mounting
height.

The recall rate of the algorithm’s evaluation result is defined
as:

Recall =
TP

LiDAR Detected Num
, (2)

where “TP” aligns with its definition as mentioned before, and
the “LiDAR detected num” is the number of detected vehicles
by the LiDAR sensor.

The average precision (AP) is defined as:

AP =
1

40

∑

r∈R

TP

TP + FP
, (3)

where we use the “AP@R40” to calculate the “AP”, and “R”
represents a recall set containing 40 sequential recall points, and
the “FP” means the number of false positive estimated vehicles.

Fig. 8(b) and (c) show the recall and AP variations of differ-
ent algorithms with LiDAR heights respectively. The Pillarnet,

TABLE III
RESOURCE COSTS OF DIFFERENT ALGORITHMS

SECOND, and CT3D are generally stable compared to PointR-
CNN. PointRCNN has a drop of performance in 1.8 m both in
recall rate and AP. The decrease in the algorithm’s performance
due to the increase in height is abnormal. One possible reason
is that when the LiDAR height increases to 1.8 m, the detected
objects by the LiDAR sensor highly increase, and the number
of points in each object decreases. For point-based methods,
which directly process the data on the raw point cloud, the
computational accuracy decreases.

As the performances of the other three algorithms are stable,
we can conclude that except for the point-based algorithms, the
other 3D object detection models are stable under the variation
of point cloud shapes due to the changes in LiDAR heights.

Table III shows the inference time and the model size of each
of the models on the Height3 dataset. The inference time is tested
by one NVIDIA GeForce RTX 3090. Combined with the recall
and AP, the Second model had a good trade-off between the cost
of resources and the model performance.

B. Performance of Algorithms With Variations of Heights and
Ranges

Fig. 9 shows the variation in the performance of different
algorithms under different ranges. As the range expands, the
performances of all algorithms decrease. In the “Large” range,
except for the PointRCNN, the other three algorithms have
stable performances under different ranges. In the other two
ranges, there are some small variations in their performances.
The same as the result in Section V-A, the PointRCNN always
has a performance drop due to the height increases.
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Fig. 10. Recall of four algorithms on different LiDAR heights and importance levels (Numerical results are shown in the Appendix.)

C. Performance of Algorithms With Variations of Heights and
Importance Levels

Fig. 10 shows the variation in the performance of different
algorithms under different importance levels. All models are
excellent in estimating the “Top3” vehicles. The performances
drop when it turns to “Top6” and “All” vehicles. This variation
aligns with the trend of the detection ability of LiDAR sensors
under different importance levels. The drop in performance of
PointRCNN due to the increase of LiDAR height still remains
apparent in different importance levels.

VI. CONCLUSION AND FUTURE WORKS

In general, this article examines the impact of different mount-
ing heights of commercially available LiDARs on both the
detection ability of LiDAR sensors and the performance of 3D
vehicle detection algorithms. Based on the common mounting
heights of LiDARs in production vehicles, we collected the
Height3 dataset using LiDARs placed at heights of 0.5 m, 1.0 m,
and 1.8 m. Through the analysis of the Height3 dataset, we found
that the LiDAR mounted on the top of the vehicle exhibited the
strongest perception capabilities, capturing the highest number
of vehicles from the environment. However, there was little
difference in the perception of the “Top3” and “Top6” vehicles
among the LiDARs at different heights. The performances of the
3D vehicle detection algorithms were not significantly affected
by the height at which the point cloud was captured, except
for point-based methods. However, due to the larger number
of vehicles detected by the 1.8 m LiDAR sensor, the algorithm
was able to accurately detect more vehicles in the 1.8 m point
cloud. Therefore, we can conclude that the evaluation results are
mainly driven by the actual detected number of vehicles by the
LiDAR sensor, which is highly determined by the occlusion of
environmental objects.

Based on the above findings, we can make the following
conclusions:

1) Choosing the vehicle’s forehead as the preferred in-
stallation position for LiDAR is highly recommended.
However, sometimes it is not able to mount the LiDAR

sensor on the forehead due to some aesthetic requirements
or industrial production requirements. Besides, lower-
mounted LiDARs may be more sensible to the small
objects close to the front of the vehicle, but further verifica-
tion is needed. In these cases, there is not a big difference in
the LiDAR perception capability to mount LiDAR sensors
at other heights except for the forehead.

2) When considering the “Top3” vehicles in the environment,
LiDAR sensors at all heights exhibit excellent perception
capabilities. Therefore, installing a LiDAR at a lower posi-
tion does not result in a significant decrease in perception
capability when we only consider the vehicles posing
threats to the ego vehicle.

3) Using point-based feature extraction methods is not rec-
ommended, as their performance is heavily influenced by
the height of the LiDAR sensor. The other three algo-
rithms demonstrate stable capabilities at different LiDAR
heights. Therefore, it is free to choose based on the re-
quirements for algorithm performance and resource cost.

Since all of our experiments are based on the simulated
dataset, further validations in realistic datasets are suggested
for vehicle designers.

Since real-world traffic scenarios are more complex than the
ones studied in this experiment, future works can focus on in-
vestigating more intricate urban and rural environments, as well
as incorporating a wider variety of object types, especially the
VRUs (Vulnerable Road Users), such as pedestrians, bicycles,
and so on. In addition, it is also of practical significance to
explore the impact of more diverse LiDAR configurations on
the perception capabilities of production vehicles. For example,
studying different LiDAR rotation angles, the combined percep-
tion effects of multiple LiDAR sensors, and other related factors
would be valuable areas of research.

Since LiDAR is not the only sensor in intelligent vehicles,
we’d like to further research the impact of LiDAR’s mounting
height on multimodal perception. However, to simplify the big
variations in other sensors’ setups in different vehicle models, we
envisioned using a unified monocular forward-facing camera,
a fixed number and position of millimeter wave radars, and
ultrasonic sensors to collect the data.
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APPENDIX

TOTAL EXPERIMENT DATA

TABLE IV
LIDAR DETECTION RESULTS OF ALL VEHICLES

TABLE V
LIDAR DETECTION RESULTS OF “TOP3” VEHICLES

TABLE VI
LIDAR DETECTION RESULTS OF “TOP6” VEHICLES

TABLE VII
DETECTION RESULTS OF 3D OBJECT DETECTION ALGORITHMS OF ALL VEHICLES

TABLE VIII
DETECTION RESULTS OF 3D OBJECT DETECTION ALGORITHMS OF “TOP3” VEHICLES
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TABLE IX
DETECTION RESULTS OF 3D OBJECT DETECTION ALGORITHMS OF “TOP6” VEHICLES
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